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ABSTRACT
For more than a decade, genome-wide association studies have been applied to autoimmune diseases and have expanded our understanding on the pathogeneses. Genetic risk factors associated with diseases and traits are essentially causative. However, elucidation of the biological mechanism of disease from genetic factors is challenging. In fact, it is difficult to identify the causal variant among multiple variants located on the same haplotype or linkage disequilibrium block and thus the responsible biological genes remain elusive. Recently, multiple studies have revealed that the majority of risk variants locate in the non-coding region of the genome and they are the most likely to regulate gene expression such as quantitative trait loci. Enhancer, promoter and long non-coding RNA appear to be the main target mechanisms of the risk variants. In this review, we discuss functional genetics to challenge these puzzles.

INTRODUCTION
Autoimmune diseases, such as rheumatoid arthritis, are thought to arise from the interaction of genetic and environmental factors. The contribution of genetic factors to autoimmune diseases has been examined for more than 40 years. Initial investigations focused on major histocompatibility complex genes and were followed by those that focused on several other candidate genes. Improvements in commercial arrays since 2007 has led to the development of the current form of genome-wide association studies (GWASs). GWASs have been applied in many studies investigating autoimmune diseases and have expanded our understanding of their underlying genetic factors. GWASs rely on single-nucleotide polymorphisms (SNPs) and haplotype blocks, which are distributed across all chromosomes. A number of representative tag SNPs—500 000 to several millions—are selected based on the haplotype information and combined into a single array for typing. The loci associated with disease susceptibility can then be determined by comparing variants represented by tag SNPs between patients and controls and identifying those that are significantly different.

GWASs have helped identify thousands of loci as being statistically associated with a risk for various diseases and traits.1 The same loci have also been identified in other independent analyses of the same diseases, suggesting that the associations determined using GWAS hold true.2 Genetic risk factors are essentially causative for specific diseases and traits; however, understanding the biological mechanism of risk from a genetic factor is challenging. Although there are only three possible patterns, with corresponding intermediate phenotypes, in which risk variants are involved in the development of a disease (figure 1), the types of change brought about by risk variants are complex. Furthermore, many variants significantly associated with each other are often in strong linkage disequilibrium (LD) and form a haplotype.3 Thus, although associations between variants and diseases can be identified, it is difficult to identify the causal variant among multiple variants located on the same haplotype, and experimental validations are needed to determine the functional variants.4 Furthermore, understanding the biological functions of risk variants is challenging, since more than 80% of disease-associated variants are located in non-coding regions of the genome.6 Transcriptome analysis can offer some clues regarding how these variants alter gene regulation and the expression of splice variants of target genes,7 but the detailed relationship between risk variants and genes is largely unknown.

Analyses that integrate various ‘omics’ studies and GWAS data have emerged as powerful tools for understanding the functions of risk variants identified in a GWAS. The capabilities of next-generation sequencing techniques for analysing the functions of non-coding regions have advanced dramatically in recent years, enabling the comprehensive analysis of enhancers, promoters, histone modifications and chromatin structures. Analysis of the expression of quantitative trait loci (QTL) is used to investigate how particular variants lead to intermediate phenotypes (eg, epigenetic statuses). QTL are DNA markers on a chromosome that indicate genes involved in a quantitative trait.8 Recently, QTL analysis has been used to identify loci that are associated with a particular quantitative phenotypic trait or disease and can be caused to polygenic effects.9 Therefore, QTL analysis has been used for assessing human polygenic diseases and phenotypes as well as intermediate phenotypes, such as gene expression.

In this review, we discuss the possible functional genomic strategies for integrating GWAS results with the current understanding of specific diseases. In particular, we focus on promoters, enhancers and long non-coding RNAs. We also list a suite of analytical methods for the functional dissection of disease-associated risk loci. We believe that functional genomics will enhance our understanding of the immunological and biological functions of genes.

FUNCTIONS OF GWAS-IDENTIFIED RISK VARIANTS
The ever-increasing number of genome-wide genotyping arrays has enabled the imputation of variants and the compilation of larger and more accurate reference datasets.10-12 Identifying the function of risk variants is important for understanding the mechanism of disease onset. Indeed, several risk variants affect the structures of proteins, for example, by inducing amino acid alterations or
splicing variations. However, the functions of the majority (more than 80%) of risk variants are unknown because many of them are located in non-coding genomic regions. To elucidate the functions of risk variants, more detailed GWAS and omics data regarding intermediate phenotypes of the whole genome are necessary.

Post-GWAS omics analyses can improve our understanding of the molecular events orchestrating the development of diseases and traits. In particular, high-throughput transcriptomic and genome-wide epigenomic analyses are commonly used omics analyses that can be exploited to identify QTL. QTL identified through omics analyses overlapping with GWAS-identified risk variants hint at the pathogenetic mechanism of a disease. There are various types of QTL, which we have described below. The most common QTL type is expression QTL (eQTL), which is defined as a variant directly related to the expression level.

Expression QTL
The majority of disease-associated variants reside in non-coding regions of the genome, suggesting that they regulate gene expression. Indeed, a combination of statistical analysis, imputed genotypes in LD, transcriptomics and epigenomics has helped identify a number of eQTL that overlap with variants implicated in autoimmune diseases. Since eQTL are strongly influenced by epigenetic changes, they are often observed in conjunction with epigenetic QTL (figure 2). In many cases, eQTL function as cis-eQTL, which directly affect the expression of nearby genes (usually within 250 kb to 1 Mb) in an allele-specific manner. In contrast, eQTL that are located at distance from their gene-of-origin, often on different chromosomes, are referred to as trans-eQTL. Some cis-eQTL associated to house-keeping genes, are observed in many different tissue types; however, the majority of eQTL are highly tissue specific. The 3D map of chromatin interaction can be used to contextualise eQTLs. Hi-C and other chromosome conformation capture technologies provide a quantitative and qualitative description of the 3D arrangement of the genome and further our understanding of gene regulation.

Splicing QTL
Splicing QTL (sQTL), a subtype of eQTL, enable the quantitation of genetic variation due to the expression of RNA isoforms from alternative splicing events. sQTL are thought to contribute significantly to disease development because splicing is a major post-transcriptional modification and the primary mechanism governing protein diversity. Alternative splicing affects multiexonic genes, often in a cell type-specific fashion, and modulates phenotypic changes in a flexible and dynamic manner. RNA-sequencing (RNA-seq) is used for analysing both eQTL and sQTL. In multiple sclerosis, the estimated effect size of sQTL is larger than that of eQTL, supporting the well-known importance of RNA splicing in the brain. Thus, RNA splicing is a promising area of investigation to understand the effect of genetic variation in a complex disease.

Epigenetic QTL including DNA methylation QTL and histone modification QTL
Epigenetic events are classically defined as post-translational modifications that determine chromatin status, including DNA methylation and multiple types of histone modifications (eg, H3K4me1, H3K4me3 and H3K27ac; figure 2). DNA methylation QTL (meQTL) and histone modification QTL are directly affected by their different genotypes. Epigenetic QTL are cell type and context specific. Indeed, epigenetic QTLs are highly specific for disease conditions, such as malignancy, or the effects of specific drugs. It is tempting to speculate that the high degree of specificity inherent to epigenetic QTL can be exploited to identify novel patient-specific therapeutic targets.

Assay for transposase-accessible chromatin QTL and DNase I hypersensitive site QTL
Gene expression and epigenetic events involve chromatin status, which is affected by both genetic variants and environmental factors. DNase I hypersensitive sites (DHS) indicate an open chromatin structure influence and are influenced by transcriptional regulatory elements and histone modifications (figure 2). Assay for transposase-accessible chromatin sequencing (ATAC-seq) also detects open chromatin. Genetic variants that are correlated with the phenotypes of DHS and ATAC are called DHS-QTL and ATAC-QTL, respectively. These QTL contribute to differences in gene regulation between individuals.

Transcription factor-binding site QTL
Sequence-specific transcription factors (TFs) regulate gene expression by binding to cis-regulatory elements in the promoter and enhancer regions. TFs typically recognise binding-site motifs with particular DNA sequences (figure 2). Variants in DNA TF binding sites are designated as TF-binding site QTL (bQTL). For
example, the binding site of transcription factor 21 has been reported to have bQTL effects.\textsuperscript{19}

**Promoter usage QTL and enhancer activity QTL**

eQTL variants are typically enriched in regulatory regions. In particular, variants located in promoter regions are associated with alternative transcript usage and include variations in the mRNA 5'-end. These are termed promoter usage QTL (puQTL; figure 2).\textsuperscript{18} On average, there are more than four promoters per human gene, indicating that studies of puQTL are important for understanding eQTL effects.\textsuperscript{18}

Enhancers are located remotely from promoters, and, unlike promoters, they regulate gene expression in a distance-independent manner by impacting transcriptional timing and cell-specificity of gene expression. Variants related to enhancer activity are referred to as enhancer activity QTL (eaQTL; figure 2). Methods that capture the 5'-end of a transcript are often used to identify puQTL and eaQTL.\textsuperscript{20}

**Non-coding RNA QTL**

Micro RNAs (miRNAs) and long non-coding RNAs (lncRNAs) represent a class of non-coding RNAs that act as post-transcriptional regulators of gene expression and mRNA translation.\textsuperscript{21} miRNAs and lncRNAs are transcripts composed of 21–25 bp and >200 bp, respectively, and are extensively reported to be involved in transcriptional regulation (figure 1).
We describe the relationship between promoters, enhancers and long non-coding RNAs in detail below.

PROMOTERS AND RISK VARIANTS
Promoters are regulatory modules located upstream of the transcription start site (TSS). They are approximately 100–1000 bp long and contain a core region and one or more proximal regions.25 The core promoter supports the assembly of the transcription preinitiation complex, including general TFs and RNA polymerase (Pol) II.25 Core promoters control the magnitude of transcription, but not its induction, by regulating the binding of RNA Pol II at the TSS. Once the RNA Pol II reaches a few bases downstream of the TSS, further transcript elongation requires the binding of TFs and cofactors to the proximal region of the promoter.24–26

Genetic variants located in promoter regions, originally designated as eQTL, influence the strength and/or stability of the interaction between TFs and the promoter of an immune system-related gene, likely modifying its expression pattern and thus facilitating the onset of autoimmune diseases.25 For example, a variant altering the binding affinity for the transcription factor C/EBPβ in the promoter of Fastl, increases the risk of developing systemic lupus erythematosus.25 Similarly, an eQTL variant in the promoter of FCRl3, highly expressed in B cells, increases its affinity for NF-kB binding, rendering it a risk factor for rheumatoid arthritis.26

Promoters are widespread; thus, promoter risk variants that alter gene expression cannot always be determined by eQTL analysis but are revealed by puQTL analysis.22 Cap analysis of gene expression (CAGE), which detects the 5'-end of target transcripts, can help detect puQTL and eaQTL with significance opposite effects on the two promoter regions. However, Ttc23 has not been identified as an eQTL.18

Risk variants are found to be enriched in regulatory elements and are therefore thought to regulate gene expression levels, often in a cell type- and context-specific manner (eg, stimulation and disease conditions). Overall, the relative participation of alternative promoters in the transcriptional output of genes, a previously underappreciated factor affecting disease development and complex trait associations, but the integration of puQTL and eQTL in various cell types and cell conditions provides new insights into the mechanisms underlying eQTL and helps explain the prevalence of specific transcript isoforms.18

ENHANCERS AND RISK VARIANTS
Enhancers are distal regulatory modules that boost the transcription of associated promoters, irrespective of their orientation. The first enhancer was identified in vitro decades ago as a distal sequence that increased the transcription of a reporter gene under the control of the SV40 promoter.24 Enhancers typically span 50–1500 bp and contain multiple TF binding sites, enabling them to orchestrate proper spatiotemporal gene expression during development31 or in response to signalling molecules.32 Enhancers are structurally and functionally similar to the proximal regions of promoters. Indeed, both promoters and enhancers are bound by multiple TFs, support the formation of the preinitiation complex, and recruit RNA Pol II.33 Functionally, both promoters and enhancers support bidirectional transcription and activate transcript elongation.34 In promoters, the sense strand expresses mRNA and the antisense strand expresses promoter upstream transcripts (PROMPT/uarNA). In enhancers, both the sense strand and the antisense strand express non-coding enhancer RNAs (eRNA) which are short, typically unspliced and non-adenylated transcripts.

Most GWAS variants have been found to overlap with cell type-specific enhancers that have been newly annotated through epigenomic profiling (table 1).34 35 Enhancer variants probably play an important role in fine-tuning the transcriptional output of each cell type and therefore affect susceptibility to common diseases. A number of classical methods to identify enhancers rely on the evolutionary conservation of non-coding sequences.35–36

In a landmark study, the candidate causal variants for 21 autoimmune diseases were integrated with RNA-seq data and chromatin features of control and stimulated human CD4+ T-cell subsets, regulatory T cells, CD8+ T cells, B cells and monocytes.1 Importantly, 90% of the causal variants were located in the non-coding regions of the genome. Approximately 60% of the variants were mapped to enhancers specific to immune cells, which showed increased histone acetylation and transcriptional activity on immune stimulation.1 The same study demonstrated that causal disease variants had a high probability of being context-specific immune enhancers and suggested that most non-coding causal variants alter atypical regulatory motifs rather than recognisable consensus motifs.1 Validation of enhancers and promoters identified through GWASs has historically been highly challenging.

More recently, next-generation sequencing technologies used in large-scale epigenomics projects have enabled the mapping and characterisation of regulatory regions in the human genome. Several methods have been developed to efficiently detect enhancers, such as chromatin immunoprecipitation-seq-ueing (ChIP-seq), which is used to identify TF binding or a histone modification in the enhancer sequence, and the DHS-seq and ATAC-seq methods, which are used to identify the open chromatin structure of activated enhancers. These methods were initially used in combination to detect enhancers.37 As direct detection methods of regulatory regions, self-transcribing active regulatory region sequencing (STARR-seq) and CAGE-sequencing have been developed, which are used for assaying the enhancer activity of millions of enhancer candidates from arbitrary sources of DNA.38 In combination with next-generation sequencing, CAGE-sequencing enables the genome-wide determination of coding and non-coding TSSs.39 The resulting database is instrumental to the identification of promoters and enhancers, both of which are characterised by the bidirectional transcripts. Enhancer activation leads to the bidirectional production of low levels of eRNAs.40

EFFECTS OF LNCRNAS AND OTHER TRANSCRIPTS FROM NON-CODING REGIONS
The cumulative expression of non-coding genes is approximately four times greater than the expression of all mRNAs, making lncRNAs one of the most abundant RNA species within the average cell.9 The genomic and epigenomic characterisation of lncRNA-coding regions revealed that lncRNAs preferentially originate from enhancers rather than promoters.20 LncRNAs do not encode proteins; however, lncRNAs longer than 200 nucleotides fold into complex structures and have biological functions. Functional lncRNAs can specifically interact with proteins, DNA and other RNAs to exert their molecular functions (figure 3). Folded lncRNAs have a variety of functions, such as transcriptional regulation (figure 3A), recruitment of TFs and proteins (figure 3B), degradation of transcript and splicing variants (figure 3C), and chromatin remodelling (figure 3D).20–42
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IncRNAs are a key component of the repertoire of regulatory elements that control cell differentiation and maintain tissue homeostasis. Recently, lncRNAs have been clearly implicated in immune cell lineage commitment and immune responses (table 2). They have also emerged as an important class of molecules implicated in various human cancers as well as cardiovascular,

### Table 1: Genome-wide association studies (GWASs)-associated expression quantitative trait loci (eQTL) affecting gene regulatory elements

<table>
<thead>
<tr>
<th>#</th>
<th>GWAS-associated QTL variant</th>
<th>Chr</th>
<th>Variant genomic position</th>
<th>Associated disease</th>
<th>Affected DNA regulatory element</th>
<th>Affected gene(s)</th>
<th>Gene TSS genomic position (Refseq)</th>
<th>Genomic distance variant to TSS (bp)</th>
<th>Reference paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>rs34481144</td>
<td>11</td>
<td>320836</td>
<td>Influenza infection</td>
<td>Core promoter</td>
<td>IFITM3</td>
<td>320813</td>
<td>23</td>
<td>65</td>
</tr>
<tr>
<td>2</td>
<td>rs71542466</td>
<td>6</td>
<td>32666728</td>
<td></td>
<td>Proximal promoter</td>
<td>HLA-DQB1</td>
<td>32666607</td>
<td>121</td>
<td>66</td>
</tr>
<tr>
<td>3</td>
<td>rs115662534(T) rs548231435(C)</td>
<td>20</td>
<td>46117814 46118145</td>
<td></td>
<td>Proximal enhancer</td>
<td>CD40</td>
<td>46118344</td>
<td>–530</td>
<td>67</td>
</tr>
<tr>
<td>4</td>
<td>rs4794067</td>
<td>17</td>
<td>47731462</td>
<td>Autoimmune hepatitis—related to SLE and periodontitis</td>
<td>Proximal enhancer (?)</td>
<td>TBX21 (Tbet)</td>
<td>47733455</td>
<td>–1993</td>
<td>68</td>
</tr>
<tr>
<td>5</td>
<td>rs10750836</td>
<td>11</td>
<td>69048055</td>
<td>SLE</td>
<td>Proximal promoter/proximal enhancer</td>
<td>TPCN2</td>
<td>69048998</td>
<td>–943</td>
<td>69</td>
</tr>
<tr>
<td>6</td>
<td>rs2275675</td>
<td>1</td>
<td>183470348</td>
<td>SLE</td>
<td>Proximal promoter/proximal enhancer</td>
<td>SMG7</td>
<td>183472621</td>
<td>–2273</td>
<td>70</td>
</tr>
<tr>
<td>7</td>
<td>rs6426749</td>
<td>1</td>
<td>22384980</td>
<td>Osteoporosis</td>
<td>Enhancer</td>
<td>LINCO3339</td>
<td>22025504</td>
<td>359476</td>
<td>71</td>
</tr>
<tr>
<td>8</td>
<td>rs174575</td>
<td>11</td>
<td>61830531</td>
<td>Colorectal cancer</td>
<td>Enhancer</td>
<td>FADS2</td>
<td>61828391</td>
<td>2140</td>
<td>72</td>
</tr>
<tr>
<td>9</td>
<td>rs56069439</td>
<td>19</td>
<td>17283116</td>
<td>Breast cancer and ovarian cancer</td>
<td>Enhancer</td>
<td>ABHD8</td>
<td>17301616</td>
<td>–18500</td>
<td>73</td>
</tr>
<tr>
<td>10</td>
<td>rs4748812</td>
<td>10</td>
<td>22550154</td>
<td>Childhood acute lymphoblastic leukaemia</td>
<td>Enhancer</td>
<td>PIK4K2A</td>
<td>22714326</td>
<td>–164172</td>
<td>74</td>
</tr>
<tr>
<td>11</td>
<td>rs62510556</td>
<td>8</td>
<td>117152033</td>
<td>Type 2 diabetes</td>
<td>Enhancer</td>
<td>SLC30A8</td>
<td>116950217</td>
<td>201816</td>
<td>75</td>
</tr>
<tr>
<td>12</td>
<td>rs7864322 rs13252658 rs7847449 and rs10759944 all in LD with the GWAS variant rs965513</td>
<td>9</td>
<td>97786652</td>
<td>Thyroid cancer All variants in the same enhancer</td>
<td>FOXE1</td>
<td>97853915</td>
<td>–67263</td>
<td>76</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
- bp, base pair; Chr, chromosome; SLE, systemic lupus erythematosus; T1D, type 1 diabetes; TSS, transcription start site.
neurodegenerative, and autoimmune diseases.\textsuperscript{41} If variants with eQTL effects are located on lncRNAs, they may affect transcriptional regulators.\textsuperscript{20} Therefore, the relationship between lncRNAs and risk variants in diseases and traits has received a significant amount of attention and should be the focus of future research.

Genome-wide lncR-eQTL analysis is expected to uncover how GWAS variants relate with lncRNA expression in common diseases and phenotypes. A comprehensive eQTL analysis was previously performed using genome-wide lncRNA expression and genotype data from human peripheral blood mononuclear cells of 43 unrelated individuals. Subsequently, various omics

Table 2 Examples of lncRNAs involved in immune cell functions

<table>
<thead>
<tr>
<th>Cell type</th>
<th>lncRNA</th>
<th>Function</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Myeloid cells</td>
<td>Morrbid</td>
<td>Cis regulation of the Bcl2l11 gene</td>
<td>84</td>
</tr>
<tr>
<td>Monocytes/macrophage</td>
<td>NTT</td>
<td>Facilitation of cell differentiation and upregulation of IL10 and CXCL10</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>PACER</td>
<td>Suppression of Cox2</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>TCON_00019715</td>
<td>Promotion of macrophages to the M1 phenotype</td>
<td>87</td>
</tr>
<tr>
<td></td>
<td>HOTAIR</td>
<td>IkB degradation</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>Lnc-MC</td>
<td>Facilitation of monocyte differentiation and upregulation of ACVR1B</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>LincRNA-COX2</td>
<td>Transcriptional suppression of target genes, for example, Cc5 gene suppression via hnRNP/B and hnRNP/A1 binding</td>
<td>90</td>
</tr>
<tr>
<td>Dendritic cells</td>
<td>Lnc-DC</td>
<td>Suppression of IL6 and IL8 expression via STAT3 binding</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>HOTAIRM1</td>
<td>monocyte/DC differentiation with mir-3960</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>NEAT1</td>
<td>Induction of tolerogenic phenotype in DC</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>Malat1</td>
<td>Induction of tolerogenic phenotype in DC</td>
<td>93 94</td>
</tr>
<tr>
<td>T cell</td>
<td>NeST</td>
<td>Upregulation IFNG gene expression</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>NRON</td>
<td>Regulation of NFAT</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>TH2-LCR</td>
<td>Regulation of cytokine expression in Th2 cells</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>LncRNA-CD244</td>
<td>Inhibition of IFNG and TNF</td>
<td>98</td>
</tr>
<tr>
<td></td>
<td>Lnc-MAF-4</td>
<td>Regulation of MAF expression</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>LicR-Ccr2-5'S</td>
<td>Uprergulation of Ccr gene expression</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>NKILA</td>
<td>Inhibition of NF-kB activity</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 3 Genetic variants and long non-coding RNAs (lncRNAs). Genetic variants can affect the quantification and function of lncRNAs. (A) lncR-QTL, (B) regulation of transcription by lncRNAs, (C) binding of RNAs and lncRNAs, resulting in the formation of alternative splicing isoforms, and (D) interaction of lncRNAs with chromatin-modifying enzymes and nucleosome-remodelling factor. QTL, quantitative trait loci.
integrative network analyses were applied to construct variant-lncRNA-mRNA interaction networks, resulting in the detection of 707 pairs of cis-effect associations (p<5.64E−06) and 6657 trans-effect associations (p<3.51E−08).

The integration of genetic data sets from 1829 expression profiles in the FANTOM5 project uncovered the existence of nearly 2000 functional lncRNAs. Approximately 2000 lncRNAs were expressed in significantly associated tissue/trait pairs. For example, the association between the middle temporal gyrus and autism spectrum disorder involves 18 lncRNAs from 49 genes. On the other hand, a genetic variant over-represented in patients with coeliac disease lies within Inc-13, reduces its binding affinity for HDAC1, and weakens the epigenetic repression of inflammatory genes. lncRNAs regulate multiple processes in disparate subsets of immune cells, such as the intensity of STAT3 signalling in human dendritic cells, Th1 versus Th2 differentiation of human lymphocytes, and perhaps not surprisingly, the epigenetics-mediated training of immune responses in human monocyes. Thus, lncRNAs play an important role in gene regulation, and their profiling can reveal associations with specific tissues and cells.

FURTHER ANALYSES FOR FUNCTIONAL GENOMICS

Several different analyses have been used to annotate putative causal variants in GWASs, such as risk-associated SNPs in the promoter and enhancer regions (figure 2B; table 1). Some of the functions of risk-associated enhancers and promoter variants have been experimentally proven, while others have been inferred from positional information; however, the functions of enhancers are particularly difficult to prove. In fact, the functions of many risk variants that exist outside of gene bodies remain unclear. Enhancers may be far away from the TSS, even further than 1 Mb. Transcriptional regulation from distal locations is facilitated by the folding of the genome, which places regulatory elements in three-dimensional proximity of the TSS. Advances in analytical techniques and next-generation sequencing techniques, like Hi-C-sequencing and micro-C-sequencing, allow the identification of trans-acting regulatory elements as well as cis -acting elements (figure 2B). Integrated analysis of omics data is also currently undergoing various statistical advances.

Biological analysis of regions regulated by TFs that were previously analysed by reporter assays can now be comprehensively performed through massive parallel reporter assays (MPRAs). In MPRAs, a library of barcoded candidate regulatory sequences is generated, cloned in the backbone of a reporter plasmid, and then transfected into an appropriate cell line. RNA-seq then allows the precise identification and quantitation of the transcriptional output associated with each regulatory variant. MPRAs facilitates the high-resolution, quantitative dissection of sequence-activity relationships of transcriptional regulatory elements with high reproducibility. MPRAs were developed to test the function of enhancer sequences in combination with targeted mutagenesis and have subsequently been exploited to test human promoters, enhancers and eQTL. However, episcopal reporter plasmids do not allow the testing of candidate regulatory sequences in their original context, a limitation that may affect the validation of epigenetic ChIP-seq. Chromatinised adenoviral and lentiviral vectors have therefore been developed to circumvent this limitation.

A new type of screening assay based on CRISPR/Cas9 technology evaluates the functions of regulatory regions in their original genomic context. CRISPR/Cas9 is used to test the function of candidate regulatory regions by targeted genomic deletion. Other CRISPR-based screening approaches, such as CRISPR/Cas9-mediated activation and inactivation, have been coupled with RNA-seq-based transcriptional quantification. However, these methods have not yet been scaled to the genome-wide level. Furthermore, new approaches that combine CRISPR-based genome engineering with patient-specific induced pluripotent stem cell-based models are powerful tools for identifying putative causal loci that regulate gene expression and cellular functions.

Advances in next-generation sequencing have improved single-cell gene expression analysis. Bulk RNA-seq experiments, commonly used in transcriptomic studies, examine the average gene expression among sampled cells and thus mask cell heterogeneity. However, single-cell RNA sequencing (scRNA-seq) can be used to reveal the heterogeneity of gene expression between various cells. Large-scale scRNA-seq can reveal patterns of gene, isoform, and allelic expression across different cell types and cell conditions. Most scRNA-seq methods use unique molecular identifiers (UMIs) of specific allelic origin. Utilisation of UMIs confers an important advantage to eQTL analysis, since they are useful to precisely understand allelic imbalance. However, scRNA-seq analysis methods have low detection sensitivity and may not be able to detect many genes with low levels of expression, suggesting a need for improvement. New statistical analyses have been developed to enable cell type identification, such as deconvolution analysis, which uses scRNA-seq and reference panel data. In addition to the transcriptomic analysis, scRNA-seq is also used in epigenomic analyses (eg, single-cell ChIP-sequencing). Additionally, spatial transcriptomics methods are also improving markedly. In the future, spatial transcriptomics methods may enable the visualisation, while retaining the spatial information of the tissue.

CONCLUSIONS

As described above, considerable progress has been made in understanding the genetics and pathogenesis of autoimmune diseases. However, our understanding of the causality of these diseases is inadequate, and the development of new therapies based on genomic information for these diseases is required. Therefore, we need to apply a variety of approaches to identify the missing links.

GWASs are based on the hypothesis that commonly occurring diseases involve commonly occurring variants, with a large number of variants being involved in the development of a disease. Accordingly, functional analyses of risk variants are complicated. Statistical associations between genes and diseases alone cannot identify the risk variants that contribute to pathogenesis. Integration of GWAS data and omics data has the potential to elucidate the function of each risk variant while also identifying disease and tissue specificity. These findings will help reveal a more detailed mechanism of pathogenesis of autoimmune diseases and thus lead to their precise diagnosis and treatment.
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