FEASIBILITY STUDY ON AN AUTOMATED QUANTITATIVE SYSTEM FOR ULTRASOUND JOINT INFLAMMATION ASSESSMENT IN RHEUMATOID ARTHRITIS USING DEEP LEARNING
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Background: The most widely accepted ultrasound (US) joint inflammation scoring system in rheumatoid arthritis (RA) is semi-quantitative in nature. This process involves manual image acquisition followed by image interpretation. The subjectivity inherent in manual scoring may be overcome by the development of an automated quantitative system to measure joint inflammation.

Objectives: To develop an automated quantitative system to measure US detected power Doppler (PD) joint inflammation in patients with RA.

Methods: The synovial region of interest (sROI) on US images at the metacarpophalangeal joints (MCPJs) and the metatarsophalangeal joint (MTPJs) within the Doppler box is manually segmented by a clinician experienced in musculo-skeletal US (figure 1). PD joint inflammation was scored manually semi-quantitatively (0-3). Deep learning based image segmentation was applied to the US images to automatically identify sROI and quantify the amount of PD signals within the sROI (figure 1) to obtain a computer derived PD reading reflecting the extent of PD vascularity within the sROI. The performance of computer prediction using the above cut-offs when compared to clinician evaluation showed high sensitivity and specificity when results from computer prediction were compared to clinician evaluation. Further validation in a larger RA cohort with a longitudinal study design would be required.
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Table 1. Performance of computer prediction versus clinician evaluation

<table>
<thead>
<tr>
<th>Score 0 vs. 1</th>
<th>Assessor Clinical Evaluation: Score 0</th>
<th>Clinician Evaluation: Score 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer Prediction: Score 0</td>
<td>615</td>
<td>109</td>
</tr>
<tr>
<td>Computer Prediction: Score 1</td>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td>Sensitivity=99.14%, Specificity=97.00%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Score 1 vs. 2</th>
<th>Assessor Clinical Evaluation: Score 1</th>
<th>Clinician Evaluation: Score 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer Prediction: Score 1</td>
<td>109</td>
<td>2</td>
</tr>
<tr>
<td>Computer Prediction: Score 2</td>
<td>7</td>
<td>68</td>
</tr>
<tr>
<td>Sensitivity=97.14%, Specificity=93.97%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Background: Osteoarthritis is a degenerative disorder characterized by radiographic features of asymmetric loss of joint space, subchondral sclerosis, and osteophyte formation. Conventional plain films are essential to detect structural changes in osteoarthritis. Recent evidence suggests that fractal- and entropy-based bone texture parameters may improve the prediction of radiographic osteoarthritis. In contrast to the fixed texture features, deep learning models allow the comprehensive texture feature extraction and recognition relevant to osteoarthritis.

Objectives: To assess the predictive value of deep learning-extracted bone texture features in the detection of radiographic osteoarthritis.

Methods: We used data from the Osteoarthritis Initiative, which is a longitudinal study with 4,796 patients followed up and assessed for osteoarthritis. We used a training set of 25,978 images from 3,086 patients to develop the textual model. We used the BoneFinder software to do the segmentation of distal femur and proximal tibia. We used the Deep Texture Encoding Network (Deep-TEN) to encode the bone texture features into a vector, which is fed to a 5-way linear classifier for Kellgren and Lawrence grading for osteoarthritis classification. We also developed a Residual Network with 18 layers (ResNet18) for comparison since it deals with contours as well. Spearman’s correlation coefficient was used to assess the correlation between predicted and reference KL grades. We also test the performance of the model to identify osteoarthritis (KL grade≥2).

Results: We obtained 6,490 knee radiographs from 446 female and 326 male patients who were not in the training sets to validate the performance of the models. The distribution of the KL grades in the training and testing sets were shown in Table 1. The Spearman’s correlation coefficient was 0.60 for the Deep-TEN and 0.67 for the ResNet18 model. Table 2 shows the performance of the models to detect osteoarthritis. The positive predictive value for Deep-TEN and ResNet18 model classification for OA was 81.37% and 87.46%, respectively.

| Table 1. Performance of computer prediction versus clinician evaluation |
|------------------------|-------------------------|------------------------|
| Score 0 vs. 1 | Assessor Clinical Evaluation: Score 0 | Clinician Evaluation: Score 1 |
| Computer Prediction: Score 0 | 615 | 19 |
| Computer Prediction: Score 1 | 19 | 115 |
| Sensitivity=99.14%, Specificity=97.00% |

<table>
<thead>
<tr>
<th>Score 1 vs. 2</th>
<th>Assessor Clinical Evaluation: Score 1</th>
<th>Clinician Evaluation: Score 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer Prediction: Score 1</td>
<td>109</td>
<td>2</td>
</tr>
<tr>
<td>Computer Prediction: Score 2</td>
<td>7</td>
<td>68</td>
</tr>
<tr>
<td>Sensitivity=97.14%, Specificity=93.97%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>